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ABSTRACT

In this paper, we propose a set of human perceptual cues used jointly to automatically detect image orientation. The cues used are: orientation of faces, position of the sky, brighter regions, and textured objects, and symmetry. We combine these cues in a Bayesian framework, and the photo acquiring model has been considered carefully as the prior knowledge of the image orientation. Results on more than a thousand different images provide a compelling argument that our approach is a viable one.

1. INTRODUCTION

With the increasing popularity of personal imaging devices such as cameras, scanners, digital cameras, and more recently, mobile devices with imaging capabilities, managing captured images is fast becoming an important issue that needs to be addressed. Because images can be captured at any orientation, having an automatic orientation detector would be a very useful tool in any image management system. Any image shown can have the option of being prewarped to an upright orientation for viewing. In addition to image management systems, the technique for automatic orientation detection would also be very useful for other applications that involve object detection and content-based image retrieval.

Image orientation adjustment is usually done manually. Most of the related prior work describe algorithms that detect the orientation of documents [1] and medical images [2]. An algorithm for automatic image orientation detection using a Bayesian learning framework was presented in [3, 4]. This algorithm is based on a training set with 1,995 image samples, and the features for classification are the spatial color moments. SVM [5] and boosting [6] based algorithms were proposed as well. All these algorithms were based on a learning and clustering framework, and assumed that the image orientation can only be 0°, 90°, 180°, or 270°.

Our approach does not impose such angular restrictions. We approach the orientation detection problem by considering human perceptual processes, rather than learning features and classifications independently of such considerations. Humans can easily perceive the orientation of an image [7, 8]. A human tends to find prior knowledge as cues to determine image orientation, such as orientation of a human face, depth cues, textures, and relative positions of sky and ground.

Although these cues are typically not sufficient in isolation (and the fact that some of the cues may be missing), the integration of all these cues can provide considerably more accurate orientation for a lot of images with a full range of rotation from 0° to 360°. While the integration could be a simple voting for orientation, we use Bayesian inference here to combine the outputs of different human perceptual cues. The photo acquiring model, which is the human's behaviour for taking or scanning photos, has been considered carefully in this framework as the prior knowledge of the image orientation.

The rest of the paper is organized as follows. In Section 2, we discuss the various visual perceptual cues used in our formulation. They are: orientation of faces, position of the sky, brighter regions, textured objects, and symmetry. This is followed by a description of how these cues are integrated in a Bayesian framework (Section 3). We show results of experiments in Section 4, discuss relevant issues in Section 5, and provide concluding remarks in Section 6.

2. HUMAN PERCEPTION CUES

Given an image, a human tends to extract relevant perceptual cues to infer the orientation of the image. These cues can be typically classified into three categories:

1. Objects with distinguishable orientation, such as human faces, human bodies, trees, animals and some written or printed characters;
2. Objects with a usually fixed position, for example, the sky is usually on the top, while the ground is usually at the bottom;
3. Low level features, such as light, texture, symmetry, edges, and segments. As an example, brighter things are considered to be up, while a larger segment is assumed to be below a smaller one for structural stability.

The first two categories are called high-level cues, since they are related to high-level semantics.

In this section, we investigate some of the cues mentioned above, which cover all three categories. For a given image, we use \( \Theta \) to denote its orientation. The clockwise orientation for the correct "up" image is 0°. Assuming we have \( n \) cues, if \( \Theta \) is given, we can evaluate the likelihood of the image (observation) for cue \( C_i \) under the given orientation \( \Theta = \theta \). We denote it with \( P(C_i|\Theta) \), \( i = 1, \cdots, n \).

2.1. Human Faces

Human faces have a very distinguishable orientation, as well as detectable. Many methods have been proposed to detect faces in an image. Here, an algorithm based on both template matching and support vector machine is used for face detection [9]. Any reliable face detection algorithm can be used; even if it is not rotation
invariant, a good algorithm is usually tolerant of some slop. We rotate the image to various hypothesized orientations and then search only for upright faces. For each orientation, the output of the algorithm is the maximum reliability of the faces detected. This distribution is regarded as the likelihood of the image orientation wrt human faces. The reliability is between 0 and 1. The distribution of reliability is normalized to represent $P(C_{i} | \emptyset)$, as shown in Figure 1.

Fig. 1. Sample for face: Left: Original image; Right: Distribution for $P(C_{i} | \emptyset)$.

2.2. Sky

In images that involve the sky, the sky is usually on top. As a result, the location of sky can be used to determine the orientation of an image. Vailaya [10] used color, texture and position to train a classifier for the sky. In our case, since position is highly related with the image orientation, we only use the color and texture. Two additional assumptions are made to decrease the false detection: 1. Sky regions are connected; 2. Sky regions must extend to some edge of the image, i.e., sky regions should not be surrounded by non-sky regions. These assumptions are reasonable for most images with sky.

After the sky area is detected, a given image orientation is validated by projecting sky and non-sky area points to the orientation, and evaluating how much the sky area points is on top. This is done by calculating

$$E_{sky} = \sum_{all\, points} \frac{S_{p} \cdot H_{p}}{1 + \sigma_{S_{p}}}$$

where $S_{p} = 1$ if the point is belong to sky, and $S_{p} = 0$ otherwise. $H_{p}$ is the height of the point, which is the point's projection on the orientation. $\sigma_{S_{p}}$ is the variance of $S_{p}$ within the same height. As a result, $E_{sky}$ will be maximum when all the sky points are on the top without non-sky points at the same height. When $E_{sky} \leq 0$, it is set to a very small $e$. $P(C_{2} | \emptyset) = E_{sky}$ after normalization. An example is shown in Figure 2.

Fig. 2. Image with sky example. Left: Original image; Right: Distribution for $P(C_{2} | \emptyset)$.

where $I_{p}$ is the intensity of the point represented by its gray scale, $H_{p}$ is the height of the point represented by its projection on the orientation, $\sigma_{I_{p}}$ is the variance of the $I_{p}$'s within the same height. Figure 3 shows an example where this cue predominates.

Fig. 3. Sample for dark and bright: Left: Original image; Right: Distribution for $P(C_{3} | \emptyset)$.

2.4. Texture

Another characteristic of human perception is that textured areas are usually regarded to be at the lower part of the image. Just like sky for outdoor images and ceiling for indoor images, this behavior is expected because of gravity. As it is much easier to stay on the ground than to float in the sky, the part near the ground, usually corresponding to the lower part of the image, tend to have more variety of objects. So the texture is another cue for inferring the image orientation such as sky and light. Here the classic co-occurrence matrices [11] are used to describe the textured level of a point. The texture cue $P(C_{4} | \emptyset)$ is then computed by normalizing

$$E_{texture} = \sum_{all\, points} \frac{T_{p} \cdot H_{p}}{1 + \sigma_{T_{p}}}$$

where $T_{p}$ is the texture measurement for the point, $H_{p}$ is the height of the point represented by its projection on the orientation, $\sigma_{T_{p}}$ is the variance of the $T_{p}$'s within the same height. $T_{p}$ is larger for textureless area. An example for texture cue is shown in Figure 4.

The evaluations with sky, light and texture are very similar. In fact, they have a uniform physical explanation. When we hang up an object, the object rotates automatically to the orientation determined by the hanging point and the gravity center of the object. Here we take different cues as the weight, and the calculation is just similar to computing the gravity center wrt the cue. In this way we can tell the right orientation using the gravity center.
2.5. Symmetry

Many natural and man-made things are symmetric. Although some of them have multiple axes of symmetry, objects (such as human faces, human bodies, houses, and trees) which often appear in an image usually have only one symmetry axes along their upright orientation. In addition, people also inherently tend to interpret the image symmetrically. This cue can also be used to infer the orientation of an image. For each assumed orientation, we scan the symmetry axis along the orientation, and for each axis calculate the “symmetric distance.” The “symmetric distance” is defined as the sum of squared intensity distance for points symmetrically neighbouring the axis within a window. All the symmetric distances are then added up and normalized to evaluate the likelihood between the image symmetry and the orientation. This is \( P(C_s|\Theta) \), with an example shown in Figure 5. Obviously, this cue can not tell the difference between \( 0^\circ \) and \( 180^\circ \); this ambiguity can be resolved using other cues.

![Fig. 5. Sample for symmetry: Left: Original image; Right: Distribution for \( P(C_s|\Theta) \).](image)

All the cues above are obviously not absolutely right, nor exhaustive. Natural images are so varied that each of the cues may fail in isolation. We integrate the outputs of all these cues because it is much less likely that all these cues will fail simultaneously, thus providing a degree of robustness against noise and image variation.

3. BAYESIAN INTEGRATION

When multiple cues are applied, the inference problem is to find the best orientation that have maximum likelihood with the cues. Assuming conditional independence, we have

\[
\Theta = \arg \max_\Theta P(\Theta | C_1, C_2, \ldots, C_n) = \arg \max_\Theta P(C_1|\Theta)P(C_2|\Theta) \cdots P(C_n|\Theta)P(\Theta)
\]

It is interesting to note that the role of \( P(\Theta) \) in the equation. It can be regarded as the cue from camera model, which is the human’s behavior for taking or scanning photos. Usually, photos are taken in an upright orientation, and sometimes the orientations are \( 90^\circ \) or \( 270^\circ \). The orientation may be off by a few degrees from these three typical directions. The possibilities for the other degrees are quite small. Like production model has been widely used in video analysis, photo acquiring model is also quite useful for image orientation detection. The distribution is given empirically, as shown in Figure 6.

![Fig. 6. Prior distribution for image orientations (e.g., \( P(\Theta) \)).](image)

4. EXPERIMENTS

1287 images were used to evaluate the system. These images are collected from personal albums taken by digital cameras or scanned from photos. As a result, these images are highly varied. Table 1 shows the results using different cues and the Bayesian integration. The estimated orientation is regarded to be correct for the \( 360^\circ \) case if it is within \( 3^\circ \) of the ground truth. For the four directions case, estimated orientation is approximated to its nearest neighbor in \( \{0^\circ, 90^\circ, 180^\circ, 270^\circ\} \). It is clear that high-level cues such as faces and the sky are more accurate and stable, but they are limited to images that include them. Figure 7 shows some of the successful examples, while some of the images we failed are shown in Figure 8. Note that all the results are obtained without any complicated training.

<table>
<thead>
<tr>
<th>Cue</th>
<th>360 degrees (%)</th>
<th>4 directions (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face</td>
<td>92.9</td>
<td>94.5</td>
</tr>
<tr>
<td>Sky</td>
<td>90.1</td>
<td>92.2</td>
</tr>
<tr>
<td>Light</td>
<td>82.1</td>
<td>84.9</td>
</tr>
<tr>
<td>Texture</td>
<td>81.3</td>
<td>84.0</td>
</tr>
<tr>
<td>Symmetry</td>
<td>87.5</td>
<td>89.3</td>
</tr>
<tr>
<td>Integrated</td>
<td>92.6</td>
<td>94.1</td>
</tr>
</tbody>
</table>

Table 1. Detection rate with different cues and Bayesian integration. The ground truth of right orientation is given by human. Note that the detection rates for face and sky are calculated according to images with faces and sky separately.

From the results above we can see that the idea of using human perceptual cues to detect the image orientation is a powerful one.
5. DISCUSSION

Future improvement is obviously necessary, including developing new cues as well as improving the detection rate for existing cues. We are trying to make some comparison with existing learning based image orientation detection algorithms, as well as to incorporate some learning factors to improve the performance of our algorithm. We may also extend the idea used here to a solid human perception theory.

Each cue has its own limitation. When an image is about a close-up of a flower or some simple object, or it is something artistic, all the cues above may fail. In fact it is hard even for a human to tell the correct orientation. Here we mainly focus on images and photos taken in daily life. This is encouraged by Chang's [12] comments about multimedia retrieval, i.e., research work should be done for data sets with large quantities but low unit price. That is why we design our system to work for images taken in everyday life.

6. CONCLUSIONS

Image orientation detection is useful for object detection, content-based retrieval, and image database management. Cues motivated by human perceptions are proposed and integrated by Bayesian inference to detect the orientation of an image. Without any complicated training, the proposed method has achieved a high orientation detection rate for a large number of real images. This is a compelling evidence that our technique is a good one.
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